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**ВВЕДЕНИЕ**

Деревья решений используются в повседневной жизни в самых разных областях человеческой деятельности, порой и очень далеких от машинного обучения. Деревом решений можно назвать наглядную инструкцию, что делать в какой ситуации. В терминах машинного обучения можно сказать, что это элементарный классификатор, который определяет форму по нескольким признакам. Дерево решений как алгоритм машинного обучения – по сути то же самое: объединение логических правил вида "Значение признака A меньше X И Значение признака B меньше Yследовательно Класс 1" в структуру данных "Дерево". Огромное преимущество деревьев решений в том, что они легко интерпретируемы, понятны человеку.

![Рисунок 1](data:image/gif;base64,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)

Рисунок 1 Пример дерева решений

Листьями дерева принятия решений являются классы. Чтобы классифицировать объект при помощи дерева принятия решений – нужно последовательно спускаться по дереву (выбирая направление основываясь на значениях предикатов применяемых к классифицируемому объекту). Путь от корня дерева до листьев можно трактовать как объяснение того, почему тот или иной объект отнесён к какому-либо классу.

Также, не накладывается ограничений на значения атрибутов объекта – они могут иметь как категориальную, так и числовую или логическую природу. Нужно только определить предикаты, которые умеют правильно обрабатывать значения атрибутов (например, вряд ли есть смысл использовать предикаты «больше» или «меньше» для атрибутов с логическими значениями).

Cвойства алгоритма деревьев решений:

1) Легко интерпретировать

2) Стремление к однородности групп, получившихся в результате деления

3) Деление всего множества

4) Жадность

Пример алгоритма построения дерева решений:

*s0 = вычисляем энтропию исходного множества*

*Если s0 == 0 значит:*

*Все объекты исходного набора, принадлежат к одному классу*

*Сохраняем этот класс в качестве листа дерева*

*Если s0 != 0 значит:*

*Ищем предикат, который разбивает исходное множество таким образом чтобы уменьшилось среднее значение энтропии*

*Найденный предикат является частью дерева принятия решений, сохраняем его*

*Разбиваем исходное множество на подмножества, согласно предикату*

*Повторяем данную процедуру рекурсивно для каждого подмножества*

В основе популярных алгоритмов построения дерева решений, таких как ID3 и C4.5, лежит принцип жадной максимизации прироста информации – на каждом шаге выбирается тот признак, при разделении по которому прирост информации оказывается наибольшим. Дальше процедура повторяется рекурсивно, пока энтропия не окажется равной нулю или какой-то малой величине (если дерево не подгоняется идеально под обучающую выборку во избежание переобучения).

Главным достоинством является, получаемая в результате, древовидная структура предикатов, которая позволяет интерпретировать результаты классификации (хотя в силу своей «жадности», описанный алгоритм, не всегда позволяет обеспечить оптимальность дерева в целом).

В разных алгоритмах применяются разные эвристики для "ранней остановки" или "отсечения", чтобы избежать построения переобученного дерева.

Свойства деревьев решений:

* Кусочно-постоянная природа
* Изменчивость при изменениях
* Линейная комбинация, произведение, степень деревьев — дерево
* Дерево деревьев — дерево решений.
* Любое дерево решений можно представить как бинарное

Виды деревьев

Дикие Пеньки Забывчивые Нечёткие

**ОБОЗНАЕЧНИЯ И СОКРАЩЕНИЯ**

 Дерево — это иерархическая структура данных, в которой каждый узел имеет значение,оно же является в данном случае и ключом, и ссылки на левого и правого потомка. Узел, находящийся на самом верхнем уровне (не являющийся чьим-либо потомком) называется корнем. Узлы, не имеющие потомков, оба потомка которых равны нулю называются листьями.

1 АЛГОРИТМЫ ПОСТРОЕНИЯ ДЕРЕВЬЕВ

1.1 ID3

Полное название - Iterative Dichotomiser 3. Разработан Джоном Р. Квинланом. Впоследствии Квинлан создал усовершенствованную версию — алгоритм C4.5.

**Описание Алгоритма**

ID3(Таблица примеров, Целевой признак, Признаки)

1. Если все примеры положительны, то возвратить узел с меткой «+».
2. Если все примеры отрицательны, то возвратить узел с меткой «-».
3. Если множество признаков пустое, то возвратить узел с меткой, которая больше других встречается в значениях целевого признака в примерах.
4. Иначе:
   1. A — признак, который лучше всего классифицирует примеры (с максимальной информационной выгодой).
   2. Создать корень дерева решения; признаком в корне будет являться {\displaystyle A}A.
   3. Для каждого возможного значения {\displaystyle A}A({\displaystyle v\_{i}}Vi):
      1. Добавить новую ветвь дерева ниже корня с узлом со значением {\displaystyle A=v\_{i}}A = Vi
      2. Выделить подмножество {\displaystyle Examples(v\_{i})}Ex(Vi) примеров, у которых {\displaystyle A=v\_{i}}A=Vi
      3. Если подмножество примеров пусто, то ниже этой новой ветви добавить узел с меткой, которая больше других встречается в значениях целевого признака в примерах.
      4. Иначе, ниже этой новой ветви добавить поддерево, вызывая рекурсивно ID3({\displaystyle Examples(v\_{i})}Ex(Vi), Целевой признак, Признаки)
5. Возвратить корень.

Свойства алгоритма

* Только классификация
* Энтропия
* Только категориальные или бинарные факторы
* Ветвление: по всем значениям фактора
* Остановка: все значения лежат в одном классе или невозможно разделить примеры

**Достоинства алгоритма**

* Алгоритм удовлетворяет всем данным

**Недостатки алгоритма**

* Проблема критерия прироста информации
* Часть данных могут быть шумом или содержать ошибки и из-за этого дерево сильно растёт и хуже работает

**Пример**

Пусть команда «Зенит» дома выигрывает в 90% случаев, и ни отчего это больше не зависит.

И среди исходных данных имеется одно домашнее поражение

ID3 учтёт все «причины» и будет в дальнейшем предсказывать, что «Зенит» проиграет в аналогичных ситуациях.

Но на самом деле он будет выигрывать с вероятностью 90%

**Решение недостатков**

Обрезание

1. Обычно это делают так: ветку заменяют на значение, которое принимает большинство тестовых примеров в этой ветке.
2. Построим дерево по части исходных данных
3. Тестировать будем на оставшейся части
4. Для каждой вершины:
   1. Обрежем ветку с корнем в этой вершине
   2. Если обрезанное дерево будет лучше справляться с тестами, так и оставим обрезанную ветку, иначе вернём, как было

1.2 C4.5

Successor of ID3

Только классификация

Энтропия

Любые факторы

Ветвление: для числовых используем границу разбиения, а остальные по старому

Остановка: все значения лежат в одном классе или невозможно разделить примеры или нет изменения критерия информативности

Стрижка по CV

C4.5 Ross Quinlan Строим классификатор. Алгоритм: T: T(l) = − c∈C p(c) log p(c) X: дискретные и непрерывные фичи, веса точек, не все точки размечены E: пока в листе не окажется либо ∅, либо все значения будут в одном классе L: создаем листья по количеству возможных значений фактора (в случае непрерывной фичи используем разницу не менее α), если множество пустое, то используем значение, которое чаще всего встречается на предыдущем уровне P: По CV сворачиваем ветви, которые не работают

1.3 CART

CART I Classiﬁcation and Regression Tree (L. Breiman, J. Friedman, et.al.) Строим классификатор или регрессию. Дерево бинарное. Алгоритм: T: T(l) X: все возможные разбиения по каждому фактору E: пока можно найти разбиение lt+1 : T(lt) > T(lt+1) L: создаем 2 листа с средневыборочным значением в каждом P: нет

И классификация и регрессия

Дерево бинарное

Gini impurity или дисперсия

Ветвление: граница по всем возможным значениям

Остановка: пока есть изменение критерия информативности

Стрижка по CV

Тонкости На практике мы используем варианты CART, поэтому дальше только о нем. Одинаковые по форме деревья решений могут нести существенно разную информацию Уверенность в значении в листе не всегда можно просто вычислить Не всегда оптимально назначать средневыборочное как значение в листе

1.4 MARS

1.5 CHAID

2 ОБУЧЕНИЕ ДЕРЕВА РЕШЕНИЙ

2 ДОСТОИНСТВА И НЕДОСТАТКИ

Достоинства метода:

* Прост в понимании и интерпретации. Люди способны интерпретировать результаты модели дерева принятия решений после краткого объяснения
* Не требует подготовки данных. Прочие техники требуют нормализации данных, добавления фиктивных переменных, а также удаления пропущенных данных.
* Способен работать как с категориальными, так и с интервальными переменными. Прочие методы работают лишь с теми данными, где присутствует лишь один тип переменных. Например, метод отношений может быть применён только на номинальных переменных, а метод нейронных сетей только на переменных, измеренных по интервальной шкале.
* Использует модель «белого ящика». Если определённая ситуация наблюдается в модели, то её можно объяснить при помощи булевой логики. Примером «черного ящика» может быть искусственная нейронная сеть, так как результаты данной модели поддаются объяснению с трудом.
* Позволяет оценить модель при помощи статистических тестов. Это даёт возможность оценить надёжность модели.
* Является надёжным методом. Метод хорошо работает даже в том случае, если были нарушены первоначальные предположения, включённые в модель.
* Позволяет работать с большим объёмом информации без специальных подготовительных процедур. Данный метод не требует специального оборудования для работы с большими базами данных.

Недостатки метода

1. Проблема получения оптимального дерева решений является NP-полной с точки зрения некоторых аспектов оптимальности даже для простых задач. Таким образом, практическое применение алгоритма деревьев решений основано на эвристических алгоритмах, таких как алгоритм «жадности», где единственно оптимальное решение выбирается локально в каждом узле. Такие алгоритмы не могут обеспечить оптимальность всего дерева в целом.
2. В процессе построения дерева решений могут создаваться слишком сложные конструкции, которые недостаточно полно представляют данные. Данная проблема называется переобучением. Для того, чтобы её избежать, необходимо использовать метод «регулирования глубины дерева».
3. Существуют концепты, которые сложно понять из модели, так как модель описывает их сложным путём. Данное явление может быть вызвано проблемами XOR, чётности или мультиплексарности. В этом случае мы имеем дело с непомерно большими деревьями. Существует несколько подходов решения данной проблемы, например, попытка изменить репрезентацию концепта в модели (составление новых суждений), или использование алгоритмов, которые более полно описывают и репрезентируют концепт (например, метод статистических отношений, индуктивная логика программирования).
4. Для данных, которые включают категориальные переменные с большим набором уровней (закрытий), больший информационный вес присваивается тем атрибутам, которые имеют большее количество уровней.

**ВЫВОДЫ И ЗАКЛЮЧЕНИЯ**

Для того, чтобы правильно спроектировать систему необходимо грамотно проработать предметную область, также разработать основной процесс предметной области. Это позволит подробно разобраться и понять, что должно выполнять приложение.

Важным этапом является проектирование такого интерфейса системы, чтобы подготовленному пользователю было привычно пользоваться приложением.

Система может быть улучшена за счет добавления алгоритмов докига. Такой функционал уместен при профессиональной и коммерческой разработке препаратов. Такой функционал может быть реализован в виде мобильного приложения, синхронизирующийся с основной шиной данных.

Согласно проведенному технико-экономическому обоснованию разрабатываемая система поддержки работы департамента взыскания является экономически эффективной. По расчетам выявлено, что все дополнительные капитальные затраты на освоение, сопровождение и адаптацию нового ПО окупятся в течение второго года эксплуатации. Положительный экономический эффект достигнут за счет экономии затрат на заработную плату.
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**4.2 Дерево решений**